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ABSTRACT

End-to-end speech synthesis method such as Tacotron, Tacotron2 and Transformer-TTS already
achieves close to human quality performance. However compared to HMM-based method or NN-
based frame-to-frame regression method, it is prone to some bad cases, such as missing words,
repeating words and incomplete synthesis. More seriously, we cannot know whether such errors exist
in a synthesized waveform or not unless we listen to it. We attribute the comparatively high sentence
error rate to the local information preference of conditional autoregressive models. Inspired by the
success of InfoGAN in learning interpretable representation by a mutual information regularization,
in this paper, we propose to maximize the mutual information between the predicted acoustic features
and the input text for end-to-end speech synthesis methods to address the local information preference
problem and avoid such bad cases. What’s more, we provide an indicator to detect errors in the
predicted acoustic features as a byproduct. Experiment results show that our method can reduce the
rate of bad cases and provide a reliable indicator to detect bad cases automatically.

1 Introduction

Tacotron [35] and Tacotron2 [28] are conditional autoregressive (CAR) models trained with teacher forcing [37]. The
condition is summarized form the input text with attention mechanism [1]. Transformer-TTS [24] can be considered as
another instance of CAR model, with effective utilization of self-attention mechanism [34]. Such architecture can be
trained in an end-to-end way, so it has a much shorter pipeline and needs less expert knowledge and human labor. It is
flexible enough to adapt for speaking style [29, 36] and multi-speaker [9, 17]. In addition, it is easy to be combined
with neural vocoder [18, 31, 32] to enhance the synthesized waveform quality.

Training with teacher forcing induces a mismatch between the training period and the inference period, usually known
as exposure bias [26]. Even worse, it strengthens the local information preference [6] for the CAR model. We explain
the local information preference intuitively first. At each time step during training, the CAR model receives a teacher
forcing input and a conditional input. The teacher forcing input is one previous time step from the target. The conditional
input is the text to be synthesized. If the CAR model learns to copy the teacher forcing input, or to predict the target
totally depending on teacher forcing input without using the conditional information, it still gets small training mean
square error (MSE). Finally the model, which achieves small MSE, may not learn to depend on the condition at all. So
at the inference period, the CAR model generates results that have nothing to do with the condition. Note that local
information preference still exists even if teacher forcing is not used. When a random variable x admits autoregressive
dependency over a conditional random variable z, i.e. p(x|z) =

∏
i(xi|x<i, z), an universal function approximator,

such as RNNs used in the CAR model, can in theory represent the distribution without condition on z [6].

The local information preference weakens the dependency between the predicted acoustic features and the text condition
when training a CAR speech synthesis model. In most cases, the CAR speech synthesis model learns to depend on
the text condition to predict the acoustic features. However they are prone to bad cases. We argue that this is caused
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by the local information preference of the model. Since the model prefers predicting the acoustic features from the
teacher forcing input at training stage, it does not model the dependency between the text condition and the predicted
acoustic features sufficiently. If we can strengthen the dependency, we may reduce the bad-case rate. In [5], the
authors propose a information-theoretic regularization for generative adversarial networks (GAN) [10] to learn a set
of disentangled latent codes. The authors separate GAN’s input noise vector into incompressible noise and latent
codes with factorized distribution. But the generator of GAN is free to ignore the additional latent codes and predicts
observations only conditioning on the incompressible noise. To eliminate such trivial solutions, the authors maximize
the mutual information between the laten codes and the observations for GAN. This leads to the InfoGAN model. The
idea is straightforward. Since the the mutual dependency between two variables can be measured by mutual information.
Maximizing mutual information (MMI) would strengthen the dependency between the laten codes and the observations,
and hence eliminate the trivial solutions that the GAN’s generator models the observations without depending on the
latent codes. Enlightened by InfoGAN, we propose to maximize the mutual information between the text condition and
the predicted acoustic features to strengthen the dependency for CAR speech synthesis models. This would alleviate
the local information preference problem and reduce the rate of bad cases. Besides we train an auxiliary CTC [12]
recognizer to maximize the mutual information. The edit distance between the CTC greedy decoding result and the text
condition can be used as an indicator to detect errors in the synthesized acoustic features.

In the following, we begin with reviewing the related work in section 2. Then we explain the local information
preference formally for CAR speech synthesis models and review the existing designs in Tacotron which prevent the
model from predicting the target totally depending on teacher forcing input in section 3. We also explain why text-based
WaveNet [31] and WaveRNN [18] do not suffer from such problems in this section. Finally we explain our method and
provide the experiment results.

2 Related work

Many previous works focus on improving Tacotron’s reliability. [14] adopts professor forcing to mitigate the exposure
bias induced by training with teacher forcing. The authors use diagonal attention penalty to enforce that the alignment
between the acoustic features and the text is approximately diagonal in [30]. In [42], the authors propose to use the
alignment information form hand-crafted labels or from an HHM-based system to guide the attention for Tacotorn.
Since there exists a large body of legacy corpus and HMM-based systems, this is an efficient way to improve Tacotron.
But it is not trained in an end-to-end way. The implicit duration model of Tacotron uses alignment information that is
not self-contained. Transformer-TTS adopts self-attention structure to improve the training and inference efficiency and
to shorten the long range dependency path between any two inputs at different time steps [24].

There is a frequently observed problem in variational autoencoder (VAE) [22] training called optimization challenge [4]
or posterior collapse [20, 33]. If the decoder of VAE is expressive enough, especially when an autoregressive decoder is
used, a VAE may learn trivial latent representations. Because the decoder could reconstruct the target without using
information from the latent representation. This problem is attributed to the local information preference property of
VAE in [6]. Various methods are proposed to correct this shortcoming, such as weakening the the decoder [4, 13] and
changing the training objective [6, 20, 33, 40]. We draw a lot of inspiration from this line of works. Since Tacotron uses
a powerful autoregressive decoder, it may also ignore the latent representation learned from input text.

Maximum mutual information is used to estimate HMMs in speech recognition [2]. In [23], the authors apply maximum
mutual information to another sequence-to-sequence task, conversational response generation, to increase the diversity
of the generated text.

3 CAR model tends to ignore the condition

In this section we first explain local information preference for CAR model formally. Then we explain why Tacotron
still works though it tends to ignore the text condition. Finally we explain why WaveNet and WaveRNN, also integrated
with powerful autoregressive decoders, do not suffer from this problem.

3.1 Variational encoder-decoder perspective of CAR model

Usually we perform maximum likelihood estimation (MLE) to train a CAR speech synthesis model. And the model
communicates information form the text to the acoustic features through the time-aligned latent variables. Such latent
variables exist in various speech recognition and synthesis systems, such as the hidden states in the HMM-based
speech synthesis system, the forward-backward search matrix in the CTC recognizer, and the attention variables in
Tacotron. We can formalize the CAR speech synthesis model as a variational encoder-decoder (VED) [41]. We use
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t and x to represent a text and its corresponding acoustic features in the training set. Since it is a CAR model, the
conditional likelihood can be written as log pθ(x|t) =

∑N
i=1 log pθ(xi|x<i, t), where N is the number of acoustic

frames in x. For simplicity, we suppose the distribution of the time-aligned latent variables, c, is factorizable, i.e.
log pθ(c|x, t) =

∑N
i=1 log pθ(ci|x<i, t). At least this is true for the ad hoc treatment of the attention variables in

Tacotron [27]. Then log pθ(x|t) = log
∫
c
pθ(x, c|t) dc =

∑N
i=1 log

∫
ci
p(xi, ci|x<i, t) dci. The training objective is

to maximize the sum of the conditional likelihood of each t, x pair in the training set. For a training pair at time step i:

log pθ(xi|x<i, t) = DKL(qφ(ci|x<i, t)||pθ(ci|x≤i, t)) + L(θ, φ,x, t) (1)

The first RHS term is the KL divergence of the encoder approximate from the model posterior ( it is the posterior
because it has access to the current xi). The second RHS term is the variational lower bound. Since the KL-divergence
term is always non-negative:

log pθ(xi|x<i, t) ≥ L(θ, φ,x, t)
=Eqφ(ci|x<i,t)[− log qφ(ci|x<i, t) + log pθ(xi, ci|x<i, t)]
=−DKL(qφ(ci|x<i, t)||pθ(ci|x<i, t)) + Eqφ(ci|x<i,t)[log pθ(xi|x<i, ci)] (2)

= log pθ(xi|x<i, t)−DKL(qφ(ci|x<i, t)||pθ(ci|x≤i, t)) (3)

In the above equations, φ is the attention encoder parameters and θ is the autoregressive decoder parameters for a CAR
speech synthesis model. Since we suppose the text communicates information to the acoustic features only through the
time-aligned latent variables, by Bayes rule, we have p(xi, ci|x<i, t) = p(xi|x<i, ci)p(ci|x<i, t) used in Eq 2. Note
that the variational encoder-decoder formalization is a bit different from the original VAE. From Eq 1, we can see that
qφ(ci|x<i, t) is used to approximate the model posterior distribution, pθ(ci|x≤i, t). But it does not use information
from the current xi. Because xi is the acoustic feature frame to predict at inference time step i, we cannot use it as
the input to the encoder. We can use qφ(ci|x<i, t) as the prior distribution, pθ(ci|x<i, t). Then the KL-divergence
term becomes 0 in Eq 2. If we use a deterministic function to calculate ci, Eq 2 becomes the training objective of
Tacotron. In Eq 3, the KL-divergence term is 0 only when xi and ci is conditional independent. In such case, the
time-aligned latent variables, c, are meaningless. If the model learns meaningful time-aligned latent variables, the
KL-divergence term is positive. When trained to maximize log pθ(xi|x<i, t), the model would not learn meaningful
time-aligned latent variables to avoid the extra cost if x<i contains enough information to predict xi. Since the time
aligned latent variables are the bridges that communicate information from the text to the acoustic features, the model
cannot exploit the text efficiently without the latent variables. we arrive at a similar conclusion as variational lossy
autoencoder (VLAE): information can be modeled locally by the CAR model without using information from the
time-aligned latent variables will be modeled locally, only the remainder will be modeled using them [6]. We argue that
this is one of the possible reasons why attention mechanism cannot learn alignment under some bad configurations [38].

3.2 Why Tacotron learns to condition on text?

We argue that Tacotron learns to condition on the text mainly because of several designs: the reduction window, the
large frame shift and the dropout in the decoder prenet. Reduction window is a frame dropout mechanism like the word
dropout used in VAE language model (VAELM) [4] to weaken the connection between autoregressive steps. Setting
reduction factor to 5 [35] can be considered as dropping 80% frames at equal intervals. This is a bit different from
dropping words randomly to a certain percentage in VAELM. But they work in a similar way.

We can use the MSE between the teacher forcing input and the acoustic target as a metric for information locality. If the
MSE is smaller, it is easier for the CAR model to predict the target only based on the teacher forcing input without
using information from the text. We list the frame averaged MSE of mean-std normalized log mel wrapped short-time
Fourier transform (STFT) magnitude for different configurations for the LJSpeech dataset [16] in Table 1. If a reduction
window is used, we repeat the teacher forcing input reduction factor times to make the number of frames consistent
with that of the target. From Table1, we can see that using larger reduction factor and frame shift could increase the
MSE between the teacher forcing input and the acoustic target, which indicates that the connection between them is
weakened. To achieve smaller training MSE, the model has to depend more on the text. In [14], the authors point out
that the decoder prenet dropout in Tacotron could make the model condition more on the input text. Intuitively, the
dropout makes the teacher forcing input incomplete, so the model has to condition more on the text to reconstruct
the target. The reduction factor and large frame shift are vital designs in Tacotron. Not only because they speed up
training and inference, but also they weaken the local dependency on autoregressive inputs to make the model depends
more on input text. Using 12.5 ms frame shift is also important for Griffin-Lim algorithm to reconstruct acceptable
waveforms. The reconstructed waveforms using 5 ms frame shift is too quivering (the quiver can be removed by a
WaveRNN vocoder in our experiment). Also dropping teacher forcing input frames randomly to a certain percentage is
a cheap trick to make the model more robust, which is not applied to Tacotron in previous works.
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Table 1: Mean square error (MSE) between the teacher forcing input and the acoustic target for different reduction
factor and frame shift configurations for LJSpeech.

frame shift (ms)

reduction factor 5 12.5

1 0.08357 0.14002

2 0.13502 0.25805

5 0.26686 0.56535

3.3 Why text-based WaveNet and WaveRNN do not suffer?

WaveNet and WaveRNN are also CAR models. When trained with text input, they are seldomly reported bad cases such
as omitting words or incomplete synthesis. Because the text information is unfolded to acoustic frame level according to
a duration model and then upsampled to waveform sample point level by a transposed convolution stack or by repeating
[31]. Each waveform sample point has a strict correspondence to a piece of text information. The CAR model could
exploit the text information directly without using the time-aligned latent variables. It is easier to model the correlation
between the sample point and the corresponding text information. So the model may learn a strong dependency between
them.

4 Maximizing mutual information (MMI) for Tacotron

Although the previous mentioned designs in Tacotron alleviate the local information preference, they weaken the
autoregressive decoder and decrease the model’s performance. A model using reduction factor 2 generates better
perceptual results than one using reduction factor 5 [35]. This indicates that the more the autoregressive model is
weakened, the more drop in performance is induced. Even worse, Tacotron make mistakes, such as repeating words,
omitting words and incomplete sentences, which seldomly appear in HMM-based methods [7] or NN-based frame-
to-frame regression methods [8, 19, 39]. The dependency between the predicted acoustic features and the text input
in Tacotron is not sufficiently modeled. If the dependency is sufficiently modeled and the model is penalized heavily
when it makes mistakes during training, the generated acoustic features should strictly follow the text. So we take the
InfoGAN approach that maximize the mutual information between the predicted acoustic features and the input text
during training to strengthen the dependency between them.

4.1 MMI with an auxiliary recognizer

The mutual information between the input text, t, and the predicted acoustic features, x̃, is

I(x̃; t) = H(t)−H(t|x̃)
= Ex̃∼pα(x)[Et∼pα(t|x̃)[log pα(t|x̃)]] +H(t)

= Ex̃∼pα(x)[DKL(pα(t|x̃)||qβ(t|x̃)) + Et∼pα(t|x̃)[log qβ(t|x̃)]] +H(t) (4)

≥ Ex̃∼pα(x)[Et∼pα(t|x̃)[log qβ(t|x̃)]] +H(t)

= Et∼p(t),x̃∼pα(x|t)[log qβ(t|x̃)] +H(t) (5)

α = {θ, φ} is the CAR model parameters. In Eq 4 we introduce an auxiliary distribution qβ(t|x̃) to approximate the
posterior pα(t|x̃) since it is intractable. The lower bound derivation uses the variational information maximization
technique [3, 5]. H(t) is a constant for our problem. From Eq 5, we can see that maximizing the mutual information
between the input text and the predicted acoustic features is equivalent to training an auxiliary recognizer which
maximizes the probability of recognizing the input text from the predicted acoustic features with respect to the CAR
model parameters, α, and the auxiliary recognizer parameters, β. This is intuitively sound. If the predicted acoustic
features are consistently recognized as the input text, of course the model gets the correct result. Adding the mutual
information term to the training objective in Eq 1 can penalize the model if it ignores the dependency between the
predicted acoustic features and the text. When this penalty is stronger than the KL-divergence term in Eq 3, the model
learns meaningful time-aligned latent variables to exploit the text.

4



Maximizing Mutual Information for Tacotron A PREPRINT

4.2 CTC recognizer for Tacotron

To keep the end-to-end property, we use a simple CTC recognizer as the auxiliary recognizer. The CTC recognizer uses
the same convolution stack + bidirectional LSTM [15] layer structure as the Tacotron2’s text encoder for simplicity
except that the former has an extra CTC loss layer. Lack of a language model is usually considered as a drawback of the
CTC recognizer [11]. But this quite meets our demand. Since we do not want a language model to remedy the detected
errors. Minimizing the CTC loss could strengthen the dependency between the predicted acoustic features and the
input text during training. At inference stage, we can use greed decoding to get the recognition result and compare
it with the input text to find out the errors in the synthesized acoustic features. Naturally we get an automatic error
detection method for end-to-end speech synthesis models. Since there is a strong correlation between a text that is hard
to be synthesized and the corresponding acoustics that are hard to be recognized, e.g. "dillydally", "namby-pamby"
and "hahahahaha", the automatic error detection should be reliable. When the recognizer detects an error, it indicates
that the input text is hard to be synthesized. We validate the reliability in our experiment. Besides, an important trick
to make the CTC recognizer work is averaging the CTC loss by the number of the acoustic frames. The CTC loss
is usually not averaged when training a stand-alone speech recognizer. However the autoregressive loss is already
averaged by the number of acoustic frames. If the CTC loss is not averaged, the gradients from it dominates the training
and leads to a failure. Also all the tokens in the CTC target should be vocable. Tokens like "HEAD", "TAIL", and
"WORD_BOUNDARY", which may be used as input tokens, should be skipped.

One concern is that if the CAR model copies the teacher forcing input and the auxiliary recognizer works well, it
achieves small recognition error, but does not learn the correlation between the predicted acoustic features and the input
text. We argue that the model fitting is an asymptotic progress. Initially the model cannot copy the teacher forcing input
correctly, it has to depend more on the input text to reduce the recognition loss. The model should learn the correlation
when exploiting the input text. So maximizing the mutual information between the predicted acoustic features and the
input text eliminates the copying solution.

The final loss function is:

L = |xmel − x̃mel|+ |xlinear − x̃linear|+ CELoss(xstop, x̃stop) + λCTCLoss(t, x̃mel) (6)

The first 2 RHS terms are the reconstruction losses for Mel spectrum and linear spectrum. Also the model minimize the
cross entropy loss for stop tokens and the CTC loss between the predicted Mel spectrum and the text to be synthesized.
λ controls the relative weight for the CTC loss. The linear loss is used, because we use the Griffin-Lim algorithm to
reconstruct waveforms to monitor the training progress. There might be a weight for cross entropy loss term too.

5 Experiments

We first verify the correlation between bad-case rate and the configuration of frame shift and reduction factor. Then we
show that maximizing the mutual information between the predicted acoustics and the text to be synthesized can reduce
the rate of bad case. We also show the reliability of the error indicator.

5.1 Experiment setup

We use LJSpeech for English and Databaker Chinese Standard Mandarin Speech Corpus (db-CSMSC)1 for Mandarin
Chinese in our experiments. LJSpeech contains 13,100 audio clips of a single female speaker. We process the
transcriptions with Festival2 to get the phoneme sequences. db-CSMSC contains 10,000 standard Mandarin sentences
recorded by a single female native speaker and recorded in a professional recording studio. The dataset contains the
Chinese character and pinyin transcriptions and hand-crafted time intervals. In our experiments, we only use the pinyin
transcription and transfer the pinyin sequence to a pinyin scheme which contains initials and sub-finals. Our pinyin
scheme contains much less units than the initial-final pinyin scheme. It can alleviate the out-of-vocabulary and data
sparsity problem.

All the waveforms are downsampled to 16k Hz in our experiments. We extract 2048-point STFT magnitudes with
Hanning window and wrap the features with Mel filter to 80-band Mel spectrum. We use 5ms/20ms or 12.5ms/50ms
window shift for different experiments. Then a log operation is applied to linear spectrum and Mel spectrum. Channel-
wise mean-std normalization is applied to the log spectrums. We use dynamic mini-batch size in our experiments. The
maximum mini-batch size is 32, if the training samples are too long to be fit in the GPU memory, the mini-batch size is
divided by 2. So we can run each experiment on a single Nvidia Telsa M40 24GB GPU. We use repeat padding for the

1https://www.data-baker.com/open_source.html
2http://www.festvox.org/festival/index.html
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Table 2: Sentence error rate (SER) for different reduction factor and frame shift configurations.6

corpus reduction factor frame shift (ms)

5 12.5

LJSpeech
1 100% 100%

2 100% 16%

5 22% 10%

db-CSMSC
1 100% 55%

2 57% 17%

5 8% 8%

training samples of different lengths in a batch since zero padding would affect the batch normalization statistics. We
use the Adam [21] optimizer with β1 = 0.9, β2 = 0.999 and ε = 10−8. The initial learning rate is 0.002 and starts
to decay by a factor of

√
4000/step from 4000 step3. The gradient is clipped to maximum global norm of 1.0 [25].

We use Tacotron2 for our experiments. For each dataset, we keep out 1/64 of the dataset as the validation set. For
English, the test cases are randomly chosen from the 1132 CMU_ARCTIC4 sentences. For Mandarin Chinese, the test
cases are chosen from text of different domains. We use a test set of 1000 sentences for error detection. Among these
1000 sentences, we randomly select 100 for listening test. The average numbers of words/characters and phonemes in
one utterance is 8.8 and 32.1 for English and 15.6 and 41.4 for Chinese. In the listening test, we use an open-sourced
WaveRNN vocoder5 to reconstruct waveforms from Mel spectrums.

5.2 Sentence error rate (SER) for different configurations

We train Tracotron2 for the different configurations listed in Table 1. The model is evaluated at 200k step. The SER for
LJSpeech and db-CSMSC is recorded in Table 2. The errors are labeled by hand for the test set of 100 sentences. The
model performs worse on LJSpeech than on db-CSMSC, mainly because LJSpeech is not a elaborate corpus for speech
synthesis. SER negatively correlates with frame shift and reduction factor in Table 2. This result is consistent with the
case reported in [28] that when using 5ms frame shift, significantly more pronunciation issues are observed. We also
test dropping teacher forcing input frames for 12.5 ms frame shift and reduction factor 2. The dropout frame rate is
set to 0.2. Each teacher forcing input frame has a probability of 0.2 to be set to the global mean. The SER is 15% for
LJSpeech and 12% for db-CSMSC. It is slightly better than the SER of the same configuration in Table 2. Dropping the
teacher forcing input frames increases the information gap between the teacher forcing input and acoustic target. We
may conclude that increasing the MSE between the teacher forcing input and the acoustic target makes it hard for the
the autoregressive component to predict the latter totally depending on the former. Then the model has to exploit the
text more and to learn a strong correlation between the text and the predicted acoustic features. It would make less
mistakes with the strong correlation at inference stage. In summary, modeling the correlation sufficiently is crucial for
the robustness of Tacotron.

5.3 SER and MOS for Tacotron-MMI

In this part, we use 12.5ms frame shift and reduction window of size 2 for computing efficiency. In Tacotron2, the
attention context is concatenated to the LSTM output and projected by a linear transform to predict the Mel spectrum.
This means the predicated Mel spectrum contains linear components of the text information. If we use this Mel spectrum
as the input to the CTC recognizer, the text information is too easily accessible for the recognizer. This may cause the
text information to be encoded in a pathological way in the Mel spectrum and lead to a strict diagonal alignment map
(one acoustic frame output for one phoneme input) combined with location-sensitive attention. So before the linear
transform operation, we add an extra LSTM layer to mix the text information and acoustic information as depicted in
Figure 1 and the output of the extra LSTM layer is linearly projected to predict the Mel spectrum. λ is set to 1.0 at the
start of training and begins to increase at 40k step. It increases by 1.0 linearly at every 2k steps and stops increasing

3https://github.com/keithito/tacotron
4http://festvox.org/cmu_arctic/
5https://github.com/fatchord/WaveRNN
6100% SER indicates no intelligible waveform is synthesized.
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Table 3: SER for detected and undetected errors. dfr is short for dropout frame rate. 1000 detected is the automatically
detected SER for the 1000-sized test set. 100 undetected is the SER labeled by a human not including the automatically
detected errors for the 100-size test set. Sum of the 1000 detected and 100 undetected SER is the total SER.

corpus error type MMI + dfr 0.0 MMI + dfr 0.2

LJSpeech 1000 detected 6.5% 4.6%

100 undetected 3% 0%

db-CSMSC 1000 detected 2.0% 1.8%

100 undetected 3% 2%

Table 4: Mean opinion score (MOS) with 95% confidence intervals for different configurations.

dfr 0.0 dfr 0.2 MMI + dfr 0.0 MMI + dfr 0.2

MOS 3.84±0.16 3.92±0.17 3.83±0.14 3.87±0.15

when it reaches 10.0. We select the model checkpoint, which achieves smaller average edit distance on the validation
set, for evaluation from 100k to 300k training step.

The automatic error detection is experimented on the test set of 1000 sentences. All the waveforms, in which errors
are detected, are listened by a human to check the correctness of the error detection. Then the 100-sized test set is
also listened by a human to label errors. The results are recorded in Table 3. For db-CSMSC, the detected errors are
consistent with the errors in the synthesized waveforms. The undetected errors are all unnatural pauses. Mandarin
Chinese does not contain explicit word boundaries, so it is hard to predict the pauses. The recognition targets are all
vocable and contain no pause information, hence the indicator can not detect pause errors. For LJSpeech, 34.8% of the
waveforms, which are detected as erroneous, are labeled as correct by a human. Inspecting these inconsistent cases,
we find that the recognizer is confused by pairs of phonemes that sound very similar, such as "UW", "UH" and "SH",
"ZH"7. The undetected 3% errors for LJSpeech + dfr 0.0 (dropout frame rate 0.0) are phonemes of unnaturally short
durations. Dropping teacher forcing input frames would make the model more robust, so we find no such undetected
errors in LJSpeech + dfr 0.2 waveforms. For Mandarin Chinese, the indicator is reliable for mispronunciations, skipping
or repeating words and incomplete or unstopped synthesis. For English, the mispronunciation detection is not reliable,
but other error detections are still reliable. The indicator for English may be improved if a more powerful recognizer
structure is used. We leave this for future study. The sum of the detected and undetected SER is better than the best
result in Table 2, specifically, 3.0% vs 10% for LJSpeech (false detection removed) and 3.8% vs 8% for db-CSMSC.
We may conclude that MMI can reduce the bad-case rate, since it strengthens the correlation between the text input and
the predicted acoustic features during training. Audio and error detection samples are accessible online8.

We conduct a mean opinion score (MOS) test to see whether the extra MMI objective would degenerate the synthesized
waveform quality or not. Only correctly synthesized waveforms are selected for this test. From Table 4, we can see
that Tacotron2 with dfr 0.2 achieves the best perceptual result. MMI has a bit of negative effect on the perceptual
performance. Since robustness is also very important for a speech synthesis model, we can accept a little drop in
perceptual performance to avoid unacceptable bad cases.

6 Conclusion

In this paper we analyze why Tacotron is prone to bad cases. In short, modeling the correlation between the text and the
acoustic features sufficiently is important to avoid the bad cases. To gain this objective, we propose to maximize the
mutual information between the text and the predicted acoustic features with an auxiliary CTC recognizer. Experiment
results show that our method can reduce the rate of bad cases. The output of CTC recognizer provides a reliable
indicator to detect error in synthesized acoustic features. Besides our method can be trained in an end-to-end manner. It
keeps the short pipeline of the original method. Moving forward, since we have an automatic error detection method,
we can analyze the mistakes the model made and improve the model. For example, some stand-alone finals appear
frequently in the detected errors in Mandarin Chinese. We may improve the phone set aiming at making the model
more stable on such finals. This work sheds light on how to design a reliable end-to-end speech synthesis model.

7CMU Dictionary format http://www.speech.cs.cmu.edu/cgi-bin/cmudict
8https://drive.google.com/drive/folders/1f1CKcXNbd82ypUdXFfr_fJSKumVLoEy0
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Location
Sensitive
Attention

2 LSTM
Layers

1 LSTM Layer

⊕

Linear Projection

Text 
information

Acoustic
information

Figure 1: Modified part of Tacotron2 structure for CTC recognizer. The LSTM layer in the dashed line box is added to
mix the text and acoustic information. ⊕ is the concatenate operation. The text information is the text input processed
by the text encoder. The acoustic information is the teacher forcing input processed by the decoder prenet.
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